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Abstract
To address the real-time processing needs of large and

growing amounts of data, modern software increasingly
uses main memory as the primary data store for critical
information. This trend creates a new emphasis on high-
capacity, high-bandwidth, and high-reliability main mem-
ory systems. Conventional and recently-proposed server
memory techniques can satisfy these requirements, but at
the cost of significantly increased memory power, a key con-
straint for future memory systems. In this paper, we ex-
ploit the low-power nature of another high volume mem-
ory component—mobile DRAM—while improving its band-
width and reliability shortcomings with a new DIMM archi-
tecture. We propose Buffered Output On Module (BOOM)
that buffers the data outputs from multiple ranks of low-
frequency mobile DRAM devices, which in aggregation pro-
vide high bandwidth and achieve chipkill-correct or even
stronger reliability. Our evaluation shws that BOOM can
reduce main memory power by more than 73% relative
to the baseline chipkill system, while improving average
performance by 5% and providing strong reliability. For
memory-intensive applications, BOOM can improve perfor-
mance by 30–40%.

1. Introduction
The amount of data we collect, process, and store is

growing exponentially, at a higher rate than even Moore’s
law [20]. To maximize the value of such big data, real-
time analytics and search systems are expected to digest, in-
dex, and answer queries at the speed of interactive business
transactions. In order to address the needs for low-latency
analytics on large and growing amounts of data, modern
software increasingly exploits main memory (as opposed
to persistent storage) as the primary data store for critical
business and scientific information. In the Internet and so-
cial network realm, Google’s web search infrastructure ser-
vices queries entirely out of in-memory indices, while Face-
book, Zynga and others rely on memcached servers to cut
the latency of key-value searches. In the enterprise space,
SAP HANA, Oracle TimesTen and VoltDB are just a few
recent examples of emerging databases that host the whole
dataset in memory. With multicore processing and large-
memory hardware, these systems often can provide orders

of magnitude better performance and interactive user ex-
periences. To support such emerging workloads, a new
emphasis is placed on high-capacity, high-bandwidth, and
high-reliability main memory systems.

Main memory, on the other hand, has become a sig-
nificant contributor to the total power in modern servers.
For example, to support a 2 terabyte in-memory database,
DRAM power can account for 30–57% of total server
power when populating 128 DDR3 DIMMs in an 8-socket
server [2]. In such large-memory configurations, reducing
main memory power is as important as, if not more impor-
tant than, reducing processor power. The challenges with
memory power are likely to be exacerbated when entering
the exascale era, where DRAM power will become domi-
nant as the processor’s energy efficiency continues to im-
prove. Indeed, DRAM power, coupled with limited mem-
ory capacity and resilience support, is one of the top chal-
lenges for exascale computing [17].

The combination of these two trends motivates new
architectures for high-performance, high-capacity, high-
reliability, and low-power server DIMMs. Today’s solu-
tions are inadequate as they cannot satisfy all of these con-
flicting requirements. For example, chipkill-correct can
dramatically reduce the uncorrectable error rate [30] by
mandating a certain minimum number of ECC (error check-
ing and correcting) chips per rank. But in current DIMM
organizations, chipkill-correct limits the use of wide-data-
path DRAM chips, which can lower power [10], increases
ECC storage overhead, and often requires lock-step trans-
fers across memory channels, reducing channel-level paral-
lelism. Capacity expansion techniques such as load-reduced
DIMM (LR-DIMM) and buffer-on-board (BoB) do not di-
rectly reduce DRAM power, and recent low-power propos-
als [38, 7] incur increased ECC storage overhead, especially
for chipkill-correct.

In this paper, we exploit the low-power nature of an-
other volume component—mobile memory—analogous to
the recent demonstrations of mobile processors in scale-out
servers [18, 12]. While optimized for low power, mobile
memory devices lack critical server memory features: high
bandwidth and high reliability. The key open question is
how to architecturally enable server DIMMs built from mo-
bile memory.



We propose Buffered Output On Module (BOOM) to an-
swer this question. BOOM buffers the outputs from mul-
tiple ranks of low-frequency mobile DRAM to provide the
data and ECC bits for an entire cache block. Similar to LR-
DIMM, the on-module buffer can support a larger number
of DRAM chips within a DIMM, yielding higher capac-
ity. Buffering the outputs from multiple ranks allows the
use of low-frequency, hence low-power, DRAM chips (e.g.,
400MHz LPDDR2) that in aggregation match the band-
width of server memory channels (e.g., 1600MHz DDR3).
As a cache block is partitioned and serviced across multiple
ranks, the ECC chips in these ranks are grouped together to
enable chipkill-correct or even stronger protection with low
ECC overheads. By integrating these aspects, BOOM can
simultaneously satisfy the multi-dimensional requirements
of high capacity, high bandwidth, high reliability and low
power for future server memory.

Our paper makes the following contributions:

1. We propose the BOOM architecture with an inter-
nally wide data bus. BOOM can meet the bandwidth and
reliability demands of server memory with low-frequency
mobile memory devices. The technique is simple to incor-
porate and requires no change to commodity DRAM chips
and only minimal changes in the memory controller.

2. We describe novel designs to utilize the multiple ECC
symbols across ranks: effective detection and correction of
I/O pin failures and chipkill support for wide DRAM (e.g.,
×16) at low frequency. Together, they enable mobile mem-
ory devices in servers, drastically saving memory power.

3. We evaluate BOOM using cycle-based simulations.
Our results demonstrate more than 73% memory power re-
duction and 5% average speedup, still providing chipkill-
correct level reliability.

2. Background

This section briefly reviews a modern main memory ar-
chitecture, its key parameters, and the implications on band-
width, capacity, power, and reliability.

2.1. Memory Organization and Parameters

Figure 1 illustrates the organization of a typical DRAM
system. Modern processors have multiple on-chip inte-
grated memory controllers (MCs), each of which has one
or more physical channels. A physical channel consists of
an address/command bus (ABUS), a data bus (DBUS), and
a few control signals (e.g., clocking and power control). A
DBUS in a typical physical channel has 64 wires for data
and 8 additional wires for ECC. An MC may have multi-
ple physical channels to form a wide logical channel; e.g.,
a 128-bit wide channel for chipkill-correct (more details
later).
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Figure 1: Memory system organization with channels, ranks, and DRAM chips.

Each channel has several DIMMs (dual in-line memory
modules). A DIMM consists of 1–8 internal ranks. A rank
is a minimal logical device that an MC can control indepen-
dently and includes a set of DRAM chips.

A DRAM chip is the actual storage device with ad-
dress/command, control, and data pins. DRAM data width
(WD) can be 4, 8, 16, or 32 bits, commonly referred to as
×4, ×8, ×16, or ×32, respectively. ×32 devices are not
available in DDRx, whereas LPDDRx devices are ×16 and
×32 only.

2.2. Implications on the Memory System

Bandwidth: DRAM performance growth has almost en-
tirely come from bandwidth increase, while access latency
has reduced very slowly. Three parameters determine the
peak bandwidth of a processor: the number of memory
channels (M ), channel width (WC), and channel frequency
(FC). Limited scaling in packaging technology makes little
room for improving M and WC . Hence, increasing FC has
been the primary means for high bandwidth.

High channel frequency mandates high-frequency
DRAM chips in the current memory systems because a
memory channel and the ranks attached to the channel use
the same width. Each DRAM generation has increased
DRAM frequency: 200–400MHz in DDR, 400–800MHz in
DDR2, and 1066–1600MHz in DDR3.

High-frequency DRAM chips employ burst-mode trans-
fers to keep DRAM internal logic at low speed. A DRAM
transaction transfers a burst of consecutive data, and burst
length (BL) is the number of data transfers for a transac-
tion. Long burst transfers enable high-frequency DRAM:
BL is 2 in DDR, 4 in DDR2, and 8 in DDR3.

Power: Two major components of DRAM power are back-
ground and activate power.

Background power primarily depends on DRAM fre-
quency [6]. As each DRAM chip includes PLL/DLL cir-
cuitry, total system background power is also proportional
to the number of DRAM chips in a system. Wide DRAM
chips can reduce the number of total DRAM chips since
each rank has WC/WD DRAM chips. If total capacity is
the same, wider DRAM configurations use less power than
narrower DRAM configurations [10].



An ACTIVATE command fetches a row in a bank (1k bits
for ×4 and ×8 and 2k bits for ×16) to a row buffer. Recent
multicore, multithreaded processors interleave memory ac-
cesses from multiple threads and reduce row-buffer local-
ity [7, 32]; the MC activates an entire row but accesses only
a small fraction, wasting power – the overfetch problem.
Wide DRAM configurations and narrow DRAM channels
can reduce activate power by mitigating overfetch.

Reliability: High-end servers and datacenters use a large
amount of memory devices, increasing the likelihood of
memory failures, and business-critical applications require
high reliability and availability. Hence, server-class mem-
ory systems implement stringent memory protection mech-
anisms, such as chipkill-correct [13] (also referred to as
single-chip sparing).

Chipkill-correct is a single chip failure correction and
double chip failure detection capability, allowing a system
to operate continuously even with a DRAM chip failure.
Chipkill-correct uses a symbol-based Reed-Solomon (RS)
code [28].

A symbol is b-bit data. For chipkill-correct, we make a
symbol b-bit data out of a DRAM device such that a chip
failure appears as a symbol error.

Recent chipkill-correct implementations use a two-ECC-
symbol RS code and take advantage of an erasure – an era-
sure is a symbol error whose location is known. Correct-
ing an erasure is much easier than correcting an error. Two
ECC symbols can correct an error with unknown location,
but one ECC symbol is enough to correct an erasure.

If the MC detects a chip failure, it corrects the chip fail-
ure and memorizes the failed chip location, after which the
chip failure becomes an erasure [25, 26]. When access-
ing the memory rank with the failed DRAM chip, the MC
uses one ECC symbol for correcting the erasure (the known
failed DRAM chip) and the other ECC symbol for further
detecting an additional DRAM chip error (but cannot cor-
rect it).

The storage overhead of chipkill-correct depends on
DRAM data width (WD). A typical chipkill-correct uses
two physical channels in lock-step mode to construct a 128-
bit wide logical channel. With two ECC chips, the ECC
storage overhead is 2 ×WD bits per 128-bit data; the rel-
ative storage overheads are 6.25% for ×4, 12.5% for ×8,
25% for×16, and 50% for×32 DRAM. Because overheads
above 12.5% are unacceptable, most servers use ×4 or ×8
DRAM configurations.

Though ×4 chipkill-correct allows 64-bit wide chan-
nels at 12.5% overhead, recent systems still use 128-bit
wide channels (and 16-bit ECC) for ×4 DRAM to enable
stronger protection such as DDDC (double device data cor-
rection) [9].

Table 1: Key memory system parameters and their implications.

Parameters Power Bandwidth Reliability Capacity
Channel width ↓ — — ↓ —
DRAM width ↑ ↓ — ↓ ↓
DRAM freq. ↓ ↓ ↓ — ↑

Capacity: High capacity is a key requirement for emerging
in-memory databases and other large-memory applications.
For a given technology generation, capacity is a function of
number of channels, DIMMs per channel, ranks per DIMM,
and chips per rank.

While packaging constraints limit the number of chan-
nels, signal integrity makes it difficult to increase the num-
ber of DIMMs per channel and ranks per DIMM. For ex-
ample, high-frequency DDR3 channels allow only 1 − 2
DIMMs per channel, but lowering the frequency allows
one extra DIMM [3]. Registered DIMMs (R-DIMMs) and
load-reduced DIMMs (LR-DIMMs) isolate electrical sig-
nals (ABUS only in R-DIMMs and both ABUS and DBUS
in LR-DIMMs) inside and outside the module, mitigate
the signal integrity problem, and allow more DIMMs per
channel and more ranks per DIMM, enabling large capacity
memory even at high frequencies.

The number of DRAM chips per rank is WC/WD.
Hence, narrow DRAM chips can increase memory capac-
ity if DRAM chip capacity is the same for different DRAM
data widths.

2.3. Inter-Dependence

As discussed, each DRAM system parameter affects
bandwidth, power, reliability, and capacity in a different
way. For example, high frequency DRAM chips improve
bandwidth but negatively impact power and capacity. Wider
DRAM chips reduce the number of DRAM chips per rank,
lowering DRAM power, whereas narrower DRAM chips
help reduce chipkill-correct overhead and increase capacity.
Table 1 summarizes the various tradeoffs that exist between
the design parameters. Even within this simplified design
space, no single combination can meet all of the require-
ments of server memory systems.

A Case of Mobile Memory: LPDDRx, originally devel-
oped for embedded mobile applications, optimizes memory
power by using low supply voltage and additional power-
saving states. Compared to DDRx, mobile DRAM has
lower frequency and wider data path, reducing DRAM
power. Mobile memory chips provide also large capacity,
and the high volume target market keeps lowering the cost
of mobile memory, making LPDDRx an attractive memory
device for building high-capacity DIMMs at low cost and
low power.

LPDDRx lacks, however, important server memory fea-
tures: high bandwidth and high reliability. Compared
to 1600MHz DDR3, the fastest LPDDR2 memory is
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Figure 2: The key idea of the BOOM architecture.

only 1067MHz, while most in-production chips are 667–
800MHz. Halving today’s server memory bandwidth will
cause significant performance degradation and increase the
whole system’s energy consumption, defeating the purpose
of the low power memory system. Furthermore, implement-
ing chipkill-correct with ×16 or ×32 LPDDRx DRAM in-
curs more than 12.5% ECC overheads, making it impracti-
cal for most server designs.

3. The BOOM Architecture

We propose the BOOM (Buffered Output On Module)
architecture to simultaneously improve power and reliabil-
ity without negatively impacting capacity and bandwidth.
Figure 2 illustrates the high-level design of BOOM. The
key innovation is a wide DIMM-internal data path that al-
lows low-frequency, wide DRAM (e.g., LPDDRx), while
still providing high bandwidth and chipkill-correct level re-
liability.

3.1. Design of the BOOM Architecture

Figure 3 compares our design of the BOOM architec-
ture with buffered DIMM designs such as LR-DIMM. Fig-
ure 3(a) shows a typical LR-DIMM design with 1600MHz
data rate (the highest DDR3 speed). LR-DIMM’s inter-
nal data bus (iDBUS) has the same width as the external
data bus (DBUS). Two internal address buses (iABUS) are
used to reduce electrical load, both conveying the same ad-
dress/command. LR-DIMMs are functionally identical to
unbuffered DIMMs (U-DIMMs), except that the buffer chip
adds delays (1 cycle for address/command and 1 cycle for
data).

Details of the BOOM Architecture: Figure 3(b) illustrates
the BOOM architecture with a 2× wide internal data path.
Here, the internal data bus (iDBUS) is twice as wide as the
external DBUS, and an 2× wide logical rank consists of 18
×8 DRAM chips. We can generalize this architecture to
support a N× internal data path (BOOM N×): the wider
internal data path runs at slower speed (only 1/N of the
external bus frequency) and allows a larger number of ECC
chips at the same relative storage overhead. The BOOM
N× architecture has the following advantages:

• BOOM N× uses N× slower DRAM and dramatically
reduces DRAM power. Slow DRAM is relatively cheaper,
further reducing the component cost for large memory
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Figure 3: LR-DIMM vs. BOOM at 1600MHz with ×8 DRAMs. Rectangles in
a rank are DRAM chips (gray for ECC chips).

servers. The power and cost benefits can significantly re-
duce the total cost of ownership (TCO).

• BOOM can keep up with the fast external bus even
with slow DRAM, guaranteeing high performance.

• BOOM’s buffer chip enables large memory capacity,
similar to LR-DIMMs. Further, BOOM uses low-frequency
DRAM and mitigates signal integrity issues within the
DIMM; hence, BOOM potentially allows a larger number
of ranks per DIMM than LR-DIMM.

• BOOM’s wide internal bus enables high reliability, en-
abling chipkill-correct with a single 64-bit wide channel and
wide DRAM chips, e.g., ×16 DRAM (more details in Sec-
tion 4.3).

Putting these in the context of mobile DRAM based
DIMMs, BOOM 4× can use×16 400MHz LPDDRx chips,
allowing it to retain mobile DRAM’s low power advantage,
while providing the same bandwidth as 1600MHz DDR3
and chipkill protection at 12.5% ECC overhead.

3.2. Buffer Chip

The buffer chip is an essential part of the BOOM archi-
tecture, illustrated in Figure 4(a). The buffer chip’s primary
role is to relay signals between the fast external bus and the
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Figure 5: The BOOM architecture with sub-ranking.

slow internal buses. It also includes a set of synchroniza-
tion queues to handle the burst length differences between
the external and internal buses. Figure 4(b) shows the tim-
ing of an example read operation in BOOM 2×: (1) a read
command on ABUS is relayed to iABUS; (2) after tCAS
(column access latency), DRAM transmits two concurrent
burst-8 transfers on the 800MHz iDBUS A and B (each 64-
bit wide); and (3) the buffer chip relays the two data blocks
to the DBUS running at 1600MHz, as one 128B data block
over a burst-16 transfer. In this example, data from iD-
BUS A and B are immediately passed on to the fast external
DBUS so the synchronization queues in the buffer chip can
be simply flip-flops.

Similarly, the buffer chip splits the fast external
ABUS into multiple slow internal buses to provide suffi-
cient address/command bandwidth. It also provides ad-
dress/command translation, when the memory controller
and DRAM chips use different burst lengths or ad-
dress/command formats (e.g., the external bus uses DDR3
protocol, while DRAM chips are LPDDR2). iABUS 0
and 1 in the BOOM architecture can carry two different
commands in parallel. For design simplicity, we restrict
iABUS 0 and iABUS 1 to each manage half of the total
ranks in a DIMM (Figure 3(b)). The number of internal
ABUS scales as the internal DBUS width increases; e.g., 4
iABUSes in a BOOM 4× configuration.
3.3. BOOM with Sub-Ranking

While the BOOM architecture enables low-frequency
devices to reduce DRAM background power, its wide inter-

nal data path has several shortcomings: high activate power,
exacerbating overfetch; increased access granularity; and
performance degradation due to reduced rank-level paral-
lelism. To address these issues, we apply the sub-ranking
technique [33, 37, 7, 36] to BOOM.

Figure 5(a) illustrates sub-ranking with 4× BOOM as
an example. A wide logical rank (4 × 64 bit-wide) is di-
vided into two sub-ranks. The MC can independently ac-
cess each sub-rank, halving the row buffer size and rank
interface width and enabling sub-rank level parallelism.

Figure 5(b) shows an example read operation with sub-
ranking: (1) a read from sub-rank 0 is served via iDBUS A
and B, and relayed to the external bus; (2) meanwhile, an-
other read from sub-rank 1 is issued to keep the external bus
busy. Note that back-to-back requests should be routed to
different sub-ranks in order to fully utilize the external bus.
Unlike Figure 4(b), a block transfer on the iDBUS takes
longer than the transfer on the DBUS, and sub-rank level
parallelism is essential to fully utilize the external DBUS.
Consequently, the synchronization queues in the buffer chip
should be large enough to buffer up to a cache block on each
data path.

4. Evaluation Methodology

4.1. Performance and Power Models

We use a multicore simulator [4] built on top of PIN [19].
The event-driven simulator models many in-order cores



Table 2: SPEC CPU 2006 workload mixes.

SPEC INT CINT-HIGH mcf, libquantum, omnetpp, astar
CINT-MED gcc, gobmk, h264ref, xalancbmk

SPEC FP CFP-HIGH milc, soplex, GemsFDTD, lbm
CFP-MED bwaves, zeusmp, leslie3d, wrf

with simultaneous multithreading, caches, coherence di-
rectories, and MCs. The MC model includes request
buffering in the queue, DRAM scheduling (read, write,
activate, precharge, etc), power control, as well as con-
flict/contention of banks, ranks, and address/data buses.

We use Micron’s DRAM power calculator [6] to es-
timate memory power. We calculate DDR3 power di-
rectly using the power model with IDD values extracted
from datasheets [21, 22, 23]. Similarly, we estimate
LPDDR2 power using the same power model, further in-
corporating LPDDR2’s multiple VDD planes (VDD1, VDD2,
VDDCA, and VDDQ) and using IDD values from the LPDDR2
datasheets [24].

The buffer chip is a relatively simple device that only re-
lays address/command and data. We assume that I/O power
dominates the buffer chip power and estimate the I/O power
using the DDR3 I/O power model [6]. In addition, we
conservatively estimate 500mW as non-I/O power includ-
ing static and dynamic power in logic and DLL/PLL.1 Our
buffer chip power model is conservative, and we expect an
actual implementation will use less power.

4.2. Workloads

We simulate a wide range of workloads, using subsets
of SPLASH2 [34] and PARSEC [11] benchmark suites
as well as multiprogrammed workload mixes from SPEC
CPU 2006 [31]. Although we mainly focus on memory-
intensive workloads to study performance and power im-
pacts, we also present the results of non-memory-intensive
workloads. We use the simlarge input set for PARSEC.
The input sizes for SPLASH2 applications are 1024k points
for FFT, 8M integers for RADIX, and car for RAYTRACE.
Table 2 lists the SPEC CPU 2006 multiprogrammming
workloads used in our evaluation. We skip the initializa-
tion phase for multithreaded applications. For multipro-
grammed workloads, we use SimPoint [14] to find each
application’s representative regions and their weights. The
number of simulated instances per region is set proportional
to its weight. We simulate 200 million memory instructions
per workload unless it finishes earlier.

1A similar on-DIMM buffer chip [37] running at 1066MHz is esti-
mated to be 804mW I/O power and 150 mW non-I/O power. Since the
buffer chip in BOOM has more pins for the wide internal data path and runs
at 1600MHz, we scale the non-I/O power result in [37] (conservatively) to
500mW. We obtained 17–27mW/Gb/s in our evaluation (Section 5), which
is in line with the survey from circuit research [27].
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4.3. System Configurations

Base System Configuration: We model an aggressively
scaled 64-core CMP (chip multiprocessor) targeting 22nm
technology. As depicted in Figure 6, the CMP consists of a
4×4 mesh network of clusters. Each cluster has 4 processor
cores sharing a 1MB 16-way multibanked L2 cache and a
directory for maintaining cache coherence. Each core is in-
order, running at 3.5GHz, and supports up to 4 concurrent
threads, totaling 256 threads per chip.

The CMP includes eight 64-bit wide physical memory
channels (72-bit including ECC). Two physical channels are
placed at each of the 4 corners of the chip so that the MC can
combine them to form a 128-bit wide channel in lock-step
mode, if needed. We assume 2 LR-DIMMs per channel,
8 ranks per DIMM, and 2GB per rank, yielding a total of
256GB main memory. Each physical memory channel has
a data rate of 12.8GB/s (64 bits × 1600MHz), leading to
102.4GB/s total off-chip bandwidth.

The MC has a 64-entry queue and uses the FR-FCFS [29]
scheduling with closed page policy (a DRAM row is closed
when there is no row-buffer-hit request pending in the
queue). We implement a power control mechanism that ag-
gressively puts a rank to low-power mode when there is no
pending request to the rank. We only use fast-exit power-
down mode for high performance.

Baseline Chipkill-Correct: The baseline CMP ties two
physical channels to form a 128-bit wide logical chan-
nel. The wide channels do not degrade the peak bandwidth
but reduce channel-level parallelism – only 4 logical chan-
nels. The 128-bit wide channel has 16 bit ECC, support-
ing DDDC with ×4 and chipkill-correct with ×8 DRAM
(chipkill-correct for ×16 is not possible in the baseline).
The minimum access granularity is 128B due to burst 8 in
DDR3, which sets the cache line size to 128B.

BOOM Configurations: A BOOM configuration is de-
noted as BOOM-Nn-X-Y-Sz, where n is the number of iD-
BUS, X is DRAM type (D is DDR3, and L is LPDDR2), Y
is DRAM frequency (typically 1600/nMHz), and z is the
number of sub-ranks. Table 3 lists the evaluated baseline
and BOOM configurations.



Table 3: Evaluated baseline and BOOM configurations (chipkill-correct requires 2 or more ECC DRAMs per rank/sub-rank).

# channels # ranks Burst length # ECC DRAMs per rank ECC row-buffer size
per DIMM DBUS iDBUS ×4 ×8 ×16 overhead ×4 ×8 ×16

Baseline 4 8 8 8 4 2 N/A 12.5% 32kB 16kB N/A
BOOM-N2-D-800-S1 8 4 16 8 4 2 N/A 12.5% 32kB 16kB N/A
BOOM-N4-L-400-S1 8 4 16 4 N/A N/A 2 12.5% N/A N/A 32kB
BOOM-N4-L-400-S2 8 4 16 8 N/A N/A 4 25% N/A N/A 16kB

0.80 
0.90 
1.00 
1.10 
1.20 

x
4

 
x
8

 
x
4

 
x8

 
x
1

6
 

x
1

6
 

x
4

 
x
8

 
x
4

 
x8

 
x
1

6
 

x
1

6
 

x
4

 
x
8

 
x
4

 
x
8

 
x
1

6
 

x
1

6
 

x
4

 
x
8

 
x
4

 
x
8

 
x
1

6
 

x
1

6
 

x
4

 
x
8

 
x4

 
x
8

 
x
1

6
 

x
1

6
 

x
4

 
x
8

 
x4

 
x
8

 
x
1

6
 

x
1

6
 

x
4

 
x
8

 
x
4

 
x
8

 
x
1

6
 

x
1

6
 

x
4

 
x
8

 
x
4

 
x
8

 
x
1

6
 

x
1

6
 

x
4

 
x8

 
x
4

 
x
8

 
x
1

6
 

x
1

6
 

x
4

 
x8

 
x
4

 
x
8

 
x
1

6
 

x
1

6
 

1 2 3 4   1 2 3 4   1 2 3 4   1 2 3 4   1 2 3 4   1 2 3 4   1 2 3 4   1 2 3 4   1 2 3 4   1 2 3 4 

FFT RADIX RAYTRACE blackscholes fluidanimate CFP-HIGH CFP-MED CINT-HIGH CINT-MED Average 

N
o

rm
a

liz
e

d
 E

xe
c

u
ti
o

n
 T

im
e

 

1: Baseline         2: BOOM-N2-D-800-S1          3: BOOM-N4-L-400-S1     4: BOOM-N4-L-400-S2  

FFT RADIX RAYTRACE blackscholes fluidanimate CFP-HIGH CFP-MED CINT-HIGH CINT-MED AVG 

Figure 7: Execution time normalized to baseline×4 (the lower, the better).
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Figure 8: Breakdown of DRAM power consumption (the lower, the better).

While numerous BOOM designs are possible, we re-
strict our evaluation only to the designs with 128B access
granularity and less than 12.5% ECC storage overhead (ex-
cept for BOOM-N4-L-400-S2, which has 25% ECC over-
head). Note that the number of logical ranks is 8/n except
in LPDDR configurations, which need twice the number
of ranks per DIMM to reach 256GB total capacity. Even
though the BOOM configurations use 128B line size, a
cache line is transferred via a 64-bit physical channel with a
longer burst of 16. BL 16 access increases latency but has
an advantage of increased channel-level parallelism (total 8
logical channels). BOOM-N4-L-400-S2 can reduce access
granularity to as small as 64B using LPDDR2’s BL 4 ac-
cess. Note that it is difficult to use 64B lines in baseline
systems due to chipkill-correct constraints. We evaluate the
effects of smaller cache line size in Section 5.

5. Evaluation Results

Performance: Figure 7 compares the execution time of the
baselines and BOOM configurations (normalized to that of
the baseline ×4 configuration) and shows that BOOM im-
proves performance by 5% on average. In the baseline
chipkill, using ×8 slightly degrades performance (by 1%
on average) due to its smaller row buffer size. BOOM
configurations (BOOM-N2-D-800-S1, BOOM-N4-L-400-
S1, and BOOM-N4-L-400-S2, marked as configurations
2, 3, and 4 in Figure 7, respectively) perform very close
to the baseline ×4 in FFT, RADIX, blackscholes,

fluidanimate, and CINT-MED. The BOOM architec-
ture degrades RAYTRACE by 5%. The performance loss
is because the buffer chip adds non-trivial delay when
it relays data and command to/from the low-frequency
internal buses, even though low frequency DDR3 and
LPDDR2 have comparable DRAM latencies to those of
1600MHz DDR3. For memory intensive workloads (e.g.,
CINT-HIGH, CINT-MED, and CFP-HIGH), BOOM im-
proves performance by 5–18% mainly due to its higher
channel-level parallelism (detailed analysis presented later
in Figure 9).

DRAM Power: Figure 8 presents normalized DRAM
power; BOOM with LPDDR uses only less than 30% com-
pared to the baseline ×4 with 1600MHz DDR3.

Wide DRAM configurations (×8 and ×16) and low
frequencies (800MHz and 400MHz) reduce DRAM back-
ground power. Compared to DDR3 configurations,
LPDDR2, optimized to low power, is even more effec-
tive in minimizing background power. BOOM-N4-L-400-
S1, however, increases dynamic power because the 4×
wider internal data bus activates more DRAM chips per ac-
cess and use more DRAM power than BOOM-N2-D-800-
S1 in memory intensive applications (RADIX, CFP-HIGH,
CFP-MED, CINT-HIGH). With sub-ranking, BOOM-N4-
L-400-S2 reduces activate/precharge power and achieves
the lowest overall power (only 24% of the baseline ×4 on
average ).
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Figure 9: DRAM channel utilization (peak BW: 104.2GB/s), page hit rate, and command issue statistics.

0.0 

0.5 

1.0 

1.5 

2.0 

x
4

 
x
8

 
x
8

 
x
8

 
x
1
6

 

x
4

 
x
8

 
x
8

 
x
8

 
x
1
6

 

x
4

 
x
8

 
x
8

 
x
8

 
x
1
6

 

x
4

 
x
8

 
x
8

 
x
8

 
x
1
6

 

x
4

 
x
8

 
x
8

 
x
8

 
x
1
6

 

x
4

 
x
8

 
x
8

 
x
8

 
x
1
6

 

x
4

 
x
8

 
x
8

 
x
8

 
x
1
6

 

x
4

 
x
8

 
x
8

 
x
8

 
x
1
6

 

x
4

 
x
8

 
x
8

 
x
8

 
x
1
6

 

x
4

 
x
8

 
x
8

 
x
8

 
x
1
6

 

1 2 3 4   1 2 3 4   1 2 3 4   1 2 3 4   1 2 3 4   1 2 3 4   1 2 3 4   1 2 3 4   1 2 3 4   1 2 3 4 

FFT RADIX RAYTRACE blackscholes fluidanimate CFP-HIGH CFP-Med CINT-HIGH CINT-MED Average 

Normalized Execution time 
Normalized DRAM Power 

1: Baseline (1600MHz)                                                 2: Decoupled-DIMM – 1 rank/DIMM (800MHz)    
3: Decoupled DIMM – 8 ranks/DIMM (800MHz)      4: BOOM-N4-L-400-S2 (400MHz) 

FFT RADIX RAYTRACE blackscholes fluidanimate CFP-HIGH CFP-MED CINT-HIGH CINT-MED AVG 

Figure 10: Comparing Decoupled DIMM with BOOM.

Because DRAM power occupies a large fraction of
server power (30–57%) in high-end large memory servers,
such dramatic reduction in DRAM power can leads to sig-
nificant TCO savings.

Blackscholes is a compute-intensive workload with
light off-chip traffic, so the majority of memory power is
spent on static power (DRAM background and refresh and
static power in the buffer chip). For high performance, we
use only fast-exit power-down mode. Although the baseline
power for blackscholes could have been lowered with
deep power-down mode, the current results demonstrate the
main advantage of LPDDR without requiring sophisticated
power control policies.
DBUS/ABUS Utilization and Row-Buffer Locality: Fig-
ure 9 shows DBUS utilization, row-buffer hit rate, and ad-
dress/command issue statistics.

Memory-intensive applications heavily utilize the ex-
ternal DBUS. RADIX, CFP-HIGH, CFP-MED, and
CINT-HIGH use 80GB/s or higher bandwidth out of the
104.2GB/s peak bandwidth. RAYTRACE, on the other hand,
lightly utilizes bandwidth (about 30GB/s) but is more sensi-
tive to memory latency, leading to slight performance degra-
dation in BOOM (never more than 5%). In all applications
except blackscholes, DRAM row-buffer hit rate is low
(only around 20%) as the many-core application’s con-
current threads execution disrupts row-buffer locality [32].
Low row-buffer hit rate increases activate/precharge power
with 4× configurations, although sub-ranking can mitigate
this problem (Figure 8).

To understand ABUS bandwidth impact, we profile
ABUS statistics and plot the number of commands issued
per cycle in Figure 9. The BOOM architecture issues 1.1
commands per cycle on average, where support for high
ABUS bandwidth is not critically needed.

Decoupled DIMM: Decoupled DIMM [38] is a recent pro-
posal that allows low-frequency DRAM to save DRAM
power. Decoupled DIMM uses the same data path in both
internal and external buses – only frequencies are different.
To keep the fast external bus busy, Decoupled DIMM relies
on DIMM switching – every back-to-back request should
be routed to different DIMMs. This scheduling constraint,
however, incurs rank-to-rank switching penalty and can po-
tentially degrade channel utilization.

To better understand the difference between BOOM
and Decoupled DIMM, we compare the baseline chipkill-
correct, BOOM-N4-L-400-S2, and Decoupled DIMM with
800MHz DRAM in Figure 10. We use two configurations
of Decoupled DIMM (1 rank per DIMM and 8 ranks per
DIMM) to see how the Decoupled DIMM’s scheduling con-
straint affects performance.

As shown in Figure 10, Decoupled DIMM performs
worse than both the baselines and BOOM due to the rank-
to-rank-switching penalty for every back-to-back request.
Decoupled DIMM with 1 rank/DIMM has relatively low
performance degradation but requires one buffer chip per
rank, limiting power saving with Decoupled DIMM. The
BOOM architecture uses wide internal data path to avoid
such rank switching overhead and achieves reduction in
both execution time and power over the baseline and De-
coupled DIMM.

BOOM with 64B Cache Line: BOOM-N4-L-400-S2 en-
ables both 128B and 64B cache lines. To see the effects of
smaller cache line size enabled by the BOOM architecture,
Figure 11 compares BOOM-N4-L-400-S2 with 64B cache
lines to the baseline ×4 (only the applications with notice-
able differences are shown). BOOM with 64B achieves
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Figure 11: BOOM with 64B cache lines.

significant reduction in execution time in RADIX (40%),
CFP-HIGH (31%), and CINT-HIGH (35%) . Such per-
formance gains are primarily due to the use of a smaller
cache line size (as discussed in adaptive granularity study
by Yoon et al. [36]), especially for applications with low
spatial locality. For other workloads, BOOM-N4-L-400-S2
with 64B cache line sometimes degrades performance (by
12% in RAYTRACE). Such results suggest an opportunity
for workload-based adaptation of cache line size, statically
or dynamically; and we leave it for future research.

6. Discussion

This section further discusses the specific ECC schemes
for the BOOM architecture (Section 6.1), support for
stronger memory protection (Section 6.2), and future mem-
ory system designs (Section 6.3).

6.1. ECC for the BOOM Architecture

We use an RS code to implement chipkill-correct in the
BOOM architecture. For simplicity, the example shown in
Figure 12 uses 2× BOOM configuration with ×8 DRAM
chips and burst 4 access, but the principles described here
can be applicable to any BOOM configuration.

Figure 12(a) shows the conventional data and ECC lay-
out for chipkill-correct. We construct a horizontal code
word with 16 data symbols and 2 ECC symbols (e.g., D0–
D15 and E0–E1). If a chip fails, it corrupts 4 symbols (e.g.,
D1, D17, D33, and D49) and the two-ECC-symbol RS code
can correct the failure.

Unlike conventional systems, BOOM transfers a data
block through the narrow external bus. If in any case a fail-
ure occurs at an I/O pin of the buffer chip or the external
bus, it can affect many more symbols than a chip failure.
Figure 12(b) illustrates how the symbols of Figure 12(a) are
interleaved on the external bus in the BOOM architecture
and which symbols are corrupted due to a pin failure on the
external bus. As shown in Figure 12(a), a pin failure cor-
rupts 8 symbols and the two-ECC-symbol RS code cannot
correct this error.

To tolerate both chip and pin failures in the BOOM archi-
tecture, we propose a new data / ECC layout (Figure 12(c)).
We construct an 8-bit symbol out of 4 bits of burst 2,
which does not change DRAM behavior since it conforms
to DRAM burst length specifications: 4 in LPDDR2 and 8
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(c) New ECC scheme that tolerates both chip and pin failures (in memory)

Figure 12: Data/ECC layout and data transfers on the external bus.

in DDR3. With the new data / ECC layout, a chip failure
contaminates 4 symbols (e.g., D2, D3, D34, and D35), and
a pin failure also corrupts 4 symbols (e.g., D10, D26, D42,
and D58). Both appear as two symbol failures and can be
tolerated using 4-ECC-symbol RS code per horizontal strip.

Furthermore, pin failures and chip failures corrupt dif-
ferent symbol combinations in this layout so that the MC
can analyze corrupted symbol patterns (after correcting a
failure) to take different actions for pin failures (e.g., to dis-
able the failed physical channel) and chip failures (e.g., to
request a DIMM replacement).

6.2. Strong reliability

Although we have only focused on low-power memory
systems providing chipkill-correct so far, the BOOM ar-
chitecture can enable even stronger reliability implementa-
tions. For example, a 4× BOOM configuration using ×4
and×8 DDR3 DRAM provides 8 and 4 ECC chips per rank,
respectively.

The 4× data path, however, increases the minimum ac-
cess granularity to 256B in DDR3. Such a large cache block
is undesirable in most systems. We can enable 128B data
blocks by leveraging burst chop 4 (BC4) transfer, one of
DDR3’s less-known features. The BC4 in DDR3 allows
BL 4 transfers, reducing memory access granularity but in-
curs a dead time period after a BL 4 transfer, leading to
poor DBUS utilization. To further compensate for BC4’s
performance penalty, we use 800MHz data rates for the 4×
DDR3 architecture. We do not show the detailed evaluation
results, but our evaluation shows that the 4× BOOM archi-
tecture with×4 and×8 DDR3 DRAM has performance and
power comparable to those of the baseline chipkill-correct.

Combining an RS code and the erasure technique, this
architecture can tolerate up to 7×4 DRAM failures or 3×8
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Figure 13: Power consumption using smaller row buffers.

DRAM failures, still at 12.5% ECC overhead. Note that to-
day such stringent memory protection is supported only in
high-end systems at the cost of much higher ECC overhead:
spare memory and mirrored memory in HP servers [1] have
up to 50% and 100% storage overhead, respectively; spare
chips in Power 7 [16] incurs 25%; and parity channels in
zEnterprise [15] requires more than 40% overhead. In com-
parison, BOOM can provide strong reliability level at low
cost and low power, a unique advantage that is becoming
particularly relevant as future systems integrate more and
more components.

6.3. Opportunities and Implications for Future Memory
Systems

Up to this point, we have focused only on commodity
DRAM based memory system designs without changing the
internals of the DRAM chip. Relaxing this limitation, we
now discuss the potential direction and benefits of future
server memory when DRAM chip redesigns are also con-
sidered.

The mainstream DRAM (e.g., DDRx and LPDDRx) has
evolved by doubling per-pin data rates per generation. This
direction, however, comes at the cost of increased design
complexity, signal integrity issues, and higher power con-
sumption (even after applying many low-power circuit tech-
niques).

With BOOM as the enabling architecture, we outline a
new direction in designing future memory systems. Rather
than continually increasing DRAM frequency, DRAM de-
vices should instead focus on power optimization. Us-
ing such low-power DRAM chips, the system architecture
should focus on bandwidth, reliability and other system-
level properties to satisfy user requirements. Such a com-
bined, system-based approach can achieve much higher effi-
ciency at lower cost. Below we first investigate the potential
gains of changing DRAM internal designs and then present
the directional change and efficiency improvement led by
the new architecture.

The proposed BOOM architecture uses a wide internal
data path to reduce DRAM clock frequency. While our
evaluation shows significant background power reduction
with low-speed DDR3 and LPDDR2, a naı̈ve design suffers
from overfetch-induced dynamic power increase, which is
addressed by combining BOOM with sub-ranking (sec-
tion 3.3). Following this direction, future designs should
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Figure 14: Performance and DRAM power.

benefit from DRAM chip with reduced row-buffer size (also
suggested in [32]).

We approximate the first-order effects of this change by
reducing the baseline LPDDR2 DRAM’s row-buffer size
by a factor of 8, while keeping the other parameters un-
changed. We scale IDD0 to 20% of the current LPDDR2 chip
(adding a conservative margin over an 8× reduction). En-
abled by BOOM, lowering device frequency saves the die
area and design complexity previously devoted to support
high-speed signaling (to implement complex transceivers
and receivers), and such savings can now be used to im-
plement smaller row-buffer size.

Applying the row-buffer size reduction to the BOOM-
N4-L-400-S2 configuration, the performance remains al-
most unchanged. As shown in Figure 13, DRAM power
for activate and precharge, the most power-consuming ac-
tivities in BOOM, is reduced significantly. Combining the
background and activate/precharge power reductions, the
buffer chip power now dominates total DRAM power. Un-
der this trend, low-power signaling techniques and low-
power buffer chip designs will become more important.
Blackscholes is the only benchmark, where the

power with smaller row-buffer configuration is slightly
higher (only by 3%). This exception is mainly because
blackscholes’s light memory traffic. With larger row-
buffers, most accesses are routed to a few ranks, allowing
other ranks to stay in power-down mode. With smaller row-
buffers, however, accesses are spread across more ranks, re-
ducing the opportunity to exploit power-down mode.

Figure 14 plots the normalized power and performance
of various configurations. This chart clearly shows that the
BOOM approach effectively reduces power, while main-
taining performance. The figure suggests key directions
for future designs: (1) use low frequency DRAM (e.g.,



200MHz) to save device power; (2) achieve high through-
put with the proposed wide-internal data path; (3) use
short burst (e.g., burst 2) to avoid increasing access gran-
ularity; and (4) reduce row-buffer size to lower dynamic
power. Compared to current solutions that push on DRAM
clock frequency using longer burst length and complex
transceiver/receiver circuits, future memory can take a com-
pletely different direction to simultaneously improve per-
formance and reliability while reducing power and cost.

7. Related Work
At a broader level, our proposal to enable low-

power mobile components is similar to recent research on
Atom/ARM-based serers [18, 12, 5, 8]. Our work is com-
plementary and addresses server memory design, a subsys-
tem of significant and growing importance. Our proposal is
unique in that it can boost power efficiency, performance,
reliability and capacity, all at the same time. In the memory
system domain, a large body of work exists on designs and
optimizations for power, performance and reliability.

R-DIMM and LR-DIMM: R-DIMMs and LR-DIMMs are
two industry solutions to overcome the signal integrity is-
sues and their limitations on capacity expansion. R-DIMMs
buffer only ABUS signals, and LR-DIMMs completely iso-
late signals (both ABUS and DBUS), allowing an even
larger number of DIMMs per channel than R-DIMMs.

Decoupled DIMM: Decoupled DIMM [38] allows low-
frequency DRAM and reduces DRAM power. Decoupled
DIMM is more effective when a DIMM has one or two
ranks, but the performance degrades due to rank-to-rank-
switching penalty.

Sub-Ranking: We employ sub-ranking technique for re-
ducing dynamic power. Prior work in this category includes
MC-DIMM [7], Mini-rank [37], module threading [33], and
AGMS [36]. Unlike the prior work, a sub-rank in BOOM is
very wide (128 bits), and chipkill-correct ECC overhead is
relatively lower than prior proposal [7].

Systems with a Wide Slow Interface: Buffer on board
(BoB) bridges 64-bit wide 1600MHz DRAM channels (rel-
atively wide and slow) and a 16-bit wide 6.4GHz bus (nar-
row and fast) to the on-chip MC. Recently proposed wide
I/O DRAM (a 512-bit wide bus at 200MHz) is another ex-
ample that uses a wide slow interface to reduce power. None
of these, however, consider power efficiency, performance,
reliability, and capacity at the same time as in our work.

Chipkill-Correct: The wide channel interface with lock-
step mode (commonly used in commercial chipkill im-
plementations), together with long burst access in modern
DRAM, increases access granularity and mandates large
cache lines. Although traditional server applications have

high spatial locality, many-core accesses can disrupt local-
ity, and emerging applications (e.g., graph structures) de-
mand high-throughput in fine-grained random access. Un-
der such trends, large cache lines can become a critical hur-
dle in future servers.
Stronger Protection than Chipkill-Correct: Industry has
already started to support even more stringent protection. A
few examples are DDDC in Intel Itanium [9] (supports only
×4), a spare DRAM chip in HP and IBM servers [1, 16],
a parity channel in IBM zEnterprise mainframe [15], and
mirrored memory in HP servers [1].
Chipkill for Wide DRAM Chips: Virtualized ECC [35]
is a technique that stores ECC within the memory names-
pace and also enables wide ×8 and ×16 DRAM chips for
chipkill-correct. This technique is orthogonal to our work,
and the BOOM architecture can potentially also include the
concept of virtualized ECC.

8. Conclusions
Emerging real-time data-centric applications represent a

large and fast growing server market that demands high-
capacity, high-bandwidth and high-reliability memory sys-
tems. The key challenge, however, is to deliver such solu-
tions at low power and low cost.

In this paper, we propose and evaluate BOOM (Buffered
Outputs on Module), a new memory architecture that can
achieve the performance and reliability of server memory
using low-power mobile DRAM devices.

We first identify the key contributors to low-power
DRAM—wide data path and low frequency—and their im-
plications on bandwidth, capacity and reliability. We then
address these issues at the architectural level by using a sim-
ple buffer chip to bridge between a DIMM’s slow wide in-
ternal data bus and its fast narrow external data bus. BOOM
with sub-ranking mitigates the dynamic power increase due
to overfetch, and the BOOM-specific data/ECC layout pro-
vides chipkill-correct or stronger protections at low ECC
overhead. Overall, our evaluation of BOOM demonstrates
on average 73% reduction of memory power and 5% per-
formance improvement.

Furthermore, BOOM enables a new direction of memory
system designs. With BOOM-optimized DRAM, which has
row-buffer, low frequency, and short burst length, we envi-
sion a device/system cooperative approach to building fu-
ture memory systems that simultaneously improve perfor-
mance, power, cost, capacity and reliability. Future work
will explore and evaluate such new designs using new data-
centric workloads.
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